TWO-DIMENSIONAL Riemann Problems: From Scalar Conservation Laws to Compressible Euler Equations
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Abstract  In this paper we survey the authors’ and related work on two-dimensional Riemann problems for hyperbolic conservation laws, mainly those related to the compressible Euler equations in gas dynamics. It contains four sections: 1. Historical review. 2. Scalar conservation laws. 3. Euler equations. 4. Simplified models.
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1 Historical Review

In 1860, B. Riemann [23, 63] proposed and investigated the initial-value problem with the simplest discontinuous initial data for isentropic Euler equations:

*Received December 29, 2008. The research of Li partially supported by 973 Key program and the Key Program from Beijing Educational Commission with No. KZ200910028002, Program for New Century Excellent Talents in University (NCET) and Funding Project for Academic Human Resources Development in Institutions of Higher Learning Under the Jurisdiction of Beijing Municipality (PHR-IHLB); The research of Sheng partially supported by NSFC (10671120) and Shanghai Leading Academic Discipline Project: J50101; The research of Zhang partially supported by NSFC (10671120); The research of Zheng partially supported by NSF-DMS-0603859
\[
\begin{aligned}
\rho_t + (\rho u)_x &= 0, & \text{(conservation of mass)} \\
(\rho u)_t + (\rho u^2 + p)_x &= 0, & \text{(conservation of momentum)} \\
(\rho, u)(x, 0) &= (\rho_\pm, u_\pm), & \pm x > 0.
\end{aligned}
\]

where \(\rho, p\) and \(u\) are the density, pressure and velocity, respectively, \(p = A\rho^\gamma\), and \(\gamma > 1\) is the adiabatic index. The initial data consist of two arbitrary constant states \(\ominus := (\rho_-, u_-)\) and \(\oplus := (\rho_+, u_+).\) It is natural to seek self-similar solutions, i.e., \((u, \rho)(x, t) = (u, \rho)(\xi), \xi = \frac{x}{t}\), due to the fact that both the equations and the initial data are self-similar.

He initiated the concept of weak solutions and the method of phase plane analysis, constructed the four types of solutions, and clarified their criteria as shown in Figures 1.1–1.2. Where

\[
\begin{aligned}
\leftarrow \mathcal{R} := \left\{ \begin{array}{l}
\xi = \lambda \mp := u \mp (p'(\rho))^\frac{1}{2}, \\
du = \mp \frac{(p'(\rho))^\frac{1}{2}}{\rho} d\rho,
\end{array} \right.
\end{aligned}
\]

\[
\begin{aligned}
\leftarrow \mathcal{S} := \left\{ \begin{array}{l}
\omega = u_0 \mp \left( \frac{\rho [p]}{\rho_0 [p]} \right)^{\frac{1}{2}}, \\
\left( \frac{1}{\rho \rho_0 [p]} \right)^{\frac{1}{2}} [p] = [u],
\end{array} \right.
\end{aligned}
\]

\(p|_{\text{wave front}} < p|_{\text{wave back}}\)

\(u := u(\omega + 0), u_0 := u(\omega - 0), [u] := u(\omega + 0) - u(\omega - 0), \lambda \mp\) are eigenvalues of system (1.1), \(\mathcal{R}(\mathcal{R})\) is backward (forward) rarefaction wave, and \(\mathcal{S}(\mathcal{S})\) is backward (forward) shocks, \(\omega\) is the propagating speed of shock.

In 1957, P. Lax contributed the well-known theory:

**Theorem 1.1** Consider general one-dimensional hyperbolic system of conservation laws

\[
u_t + f(u)_x = 0, \quad x \in \mathbb{R}, \quad t > 0,
\]
where \( u = (u_1, \cdots, u_m) \) and \( f = (f_1, \cdots, f_m) \), with Riemann initial data

\[
 u(x, 0) = u_{\pm}, \quad \pm x > 0.
\]  

(1.3)

Assume strict hyperbolicity of the system and genuine nonlinearity (convex) or linear degeneracy of each characteristic field and \( |u_+ - u_-| \ll 1 \). Then Riemann problem (1.2) and (1.3) has a solution, which consists of \( m+1 \) constant states connected by centered waves (rarefaction waves, shocks or contact discontinuities).

Lax’s theorem not only shows the existence of solutions, but also provides a very clear picture of solution structures. Moreover, Lax in that paper clarified many important concepts: Genuine nonlinearity, linear degeneracy, entropy condition, etc.

In 1959, Gelfand [31] states “the Riemann problem plays a special role in the theory of quasilinear hyperbolic systems. As we will show, the Riemann problem are important in the study of existence, uniqueness and asymptotic behavior of solutions as \( t \to \infty \) for the corresponding Cauchy problem. Besides, the study of the Riemann problem has its own sake.”

It is well recognized nowadays that the Riemann problem plays the role of “building blocks” for all fields of theory, numerics and applications. “It has so far been the most important problem in the entire field of conservation laws.”

2 Scalar Conservation Laws

The study of two-dimensional Riemann problems of scalar conservation laws was dated back to Guckenheimer in [35]. In 1975, he constructed a Riemann solution for

\[
 u_t + \left( \frac{u^2}{2} \right)_x + \left( \frac{u^3}{3} \right)_y = 0
\]  

(2.1)

![Diagram of Riemann problem solution](image)

(a) Gukenheimer initial data  
(b) Gukenheimer solution

Figure 2.1 The solution structure for the Gukenheimer problem

with the initial data shown in Figure 2.1 (a). The solution structure is displayed in Figure 2.1 (b). Interestingly, we note that a planar shock bifurcates at point \( P \) into a composite wave (a centered simple wave adjacent to a shock). This is a typical, genuinely two-dimensional wave

phenomenon, which never shows up in the one-dimensional case. Furthermore, it resembles the Mach reflection configuration in the neighborhood of a triple point $T$ (cf. Figure 2.3 $(a_2)$).

The systematic study of the two-dimensional Riemann problem for

$$u_t + f(u)_x + g(u)_y = 0, \quad u \in \mathbb{R},$$

with the initial data

$$u|_{t=0} = u_i := \mathbb{0}, \quad (x, y) \in i \text{th quadrant,} \quad i = 1, 2, 3, 4,$$  \hspace{1cm} (2.3)

where $u_i (1 \leq i \leq 4)$ are constant states were from [76, 83]. In [76], Wagner constructed solution of this problem under the assumptions $f''(u) > 0, \ g''(u) > 0$ and $f$ is almost the same as $g$. The last assumption means that the problem is essentially one-dimensional, in the sense that one can use one-dimensional methods to investigate it. In [83], instead of the third assumption, Zhang and Zheng found the assumption $(f''(u)/g''(u))' > 0$ which means that the problem is the simplest and genuinely two-dimensional, and constructed the solutions by using the method of generalized characteristic analysis* (the analysis of characteristics, shocks, sonic curves and the law of causality) designed by themselves. For self-similar solutions, the problem reduces to

$$(f'(u) - \xi)u_\xi + (g'(u) - \eta)u_\eta = 0,$$  \hspace{1cm} (2.4)

where $\xi = \frac{a}{T}, \eta = \frac{a}{S}$ and the initial data become boundary data at infinity. The characteristic equation of (2.4) takes the form

$$\frac{d\eta}{d\xi} = \frac{\eta - g'(u)}{\xi - f'(u)}, \quad \frac{du}{d\xi} = 0.$$  \hspace{1cm} (2.5)

Integrating this system, we obtain the characteristic lines

$$\frac{\eta - g'(u)}{\xi - f'(u)} = C_1, \quad u = C_2,$$  \hspace{1cm} (2.6)

where $C_1$ and $C_2$ are arbitrary constants. Obviously the characteristic lines of constant solution $u_0$ are all straight lines coming from infinity and focusing at the singularity point $(f'(u_0), g'(u_0))$. All shocks jumping from constant states $u_1$ to $u_2$ must be straight lines and focus at the singularity point $(f'_{1,2}, g'_{1,2})$, where $f'_{1,2} := \frac{f(u_1) - f(u_2)}{u_1 - u_2}, \ g'_{1,2} := \frac{g(u_1) - g(u_2)}{u_1 - u_2}$.

Now we are at the stage to construct the Riemann solution. The boundary data at infinity have four jumps, each jump emits a one-dimensional wave: $R$ or $S$. According to the combinations of $R$ and $S$, the Riemann problem can be divided into five cases: $4R, 4S, 2R + 2S, 3R + S$ and $3S + R$. The waves go forward and match together at their singularity points eventually. The detailed process is shown in the following figures. In Figure 2.2 (a), $4R$s match at their singularity points directly. In Figure 2.2 (b), both $S_{1,2} S_{2,3}$ and $S_{3,4} S_{1,4}$ intersects, respectively, at two points and form two $S_{1,3}$; then two $S_{1,3}$ match together at the singularity point $(f'_{1,3}, g'_{1,3})$. In Figure 2.2 (c), $S_{1,4}$ penetrates $R_{3,4}$ and changes to $S_{1,3}$. $S_{2,3}$ passes through $R_{1,2}$ and its strength is weakened to zero. It is interesting that a non-planar rarefaction wave appears at the right of the shock and the envelope of its characteristics is just the shock. The rest part

*The name of this method did not appear until a later time in [82]
includes that the planar rarefaction wave and non-planar rarefaction wave can match together continuously at their singularity points and $S_{1,3}$ can pass through the non-planar rarefaction wave till its strength becomes zero somewhere.

After that, Zhang and Zhang [82] developed the generalized characteristic analysis method and obtained the necessary and sufficient condition for the appearance of Guckenheimer structure for (2.2) with initial data consisting of three constant states. Later researches for (2.2) [3, 16, 67, 69] were done almost under such an assumption. Later researches for (2.2) [3, 16] were done almost under such an assumption. Sheng [67] gave the condition

\[ f'' > 0, \quad ug'' > 0(u \neq 0), \quad (g''/f'')' > 0, \quad (2.7) \]

which is satisfied by Guckenheimer's example, and clarified the necessary and sufficient condition for the appearance of Guckenheimer structure for (2.2).

Figure 2.2 (a) Case $u_3 \leq u_2 \leq u_4 \leq u_1$

Figure 2.2 (b) Case $u_3 \geq u_4 \geq u_2 \geq u_1$

Figure 2.2 (c) Case $u_2 < u_1 < u_3 < u_4$

Perhaps the most famous example of two-dimensional Riemann problems is the reflection
of an oblique shock (ramp climbing problem of shock). The reflection of an oblique shock (ramp climbing problem of shock) is a very famous problem which is tight to two-dimensional Riemann problems. This phenomenon was observed experimentally by Mach [59] and it was rejuvenated by von Neumann [60]. Research efforts on it have lasted over one century. According to the physical and/or numerical experiments, this problem exhibits rich patterns of fluid flows [4]: Regular reflection (RR), Mach reflection (MR) and von Neumann reflection (NR) [22, 80] see Figure 2.3(a1), (a2), (a3). In the case of RR, the incident shock $I$ touches the ramp and reflects, while in the case of MR, the incident shock $I$ ends at a triple point $T$ and reflects, and the triple point $T$ connects the ramp through a Mach shock $M$. In the case of NR, instead of the triple point, there is a continuous wave fan. But the criteria for these three patterns is a mystery so far.

Sheng and Zhang [69] considered the ramp climbing problem of shocks for scalar conservation law (2.2). $f$ and $g$ satisfy $f'_1, 2 > 0$ and the condition (2.7). For simplicity, they assumed that

$$f(0) = 0, \quad g(0) = 0; \quad f'(0) = 0, \quad g'(0) = 0. \quad (2.8)$$

The initial-boundary value is

$$u(0, x, y) = u_0(x, y) = \begin{cases} u_1, & 0 < x < +\infty, \tan \theta x < y < +\infty, \\ u_2, & -\infty < x < 0, \quad y > 0, \end{cases} \quad (2.9)$$

$$u(t, x, y)|_{\Gamma} = p(t, x, y) := \begin{cases} u_1, & \text{on } \Gamma_1, \\ u_2, & \text{on } \Gamma_2, \end{cases} \quad (2.10)$$

where $u_1 < u_2$ are constants, $\theta \in (0, \frac{\pi}{2})$ is an angle of the ramp,

$$\Omega = \{(t, x, y)|t \geq 0, x \geq 0, y \geq \tan \theta x\} \bigcup \{(t, x, y)|t \geq 0, x \leq 0, y \geq 0\}$$

with the boundary $\Gamma = \Gamma_1 \bigcup \Gamma_2$ and $\Gamma_1 = \{(t, x, y)|t \geq 0, 0 < x < +\infty, y = \tan \theta x\}, \Gamma_2 = \{(t, x, y)|t \geq 0, -\infty < x < 0, y = 0\}$.

Sheng and Zhang constructed solutions to problem (2.2) and (2.9)–(2.10) as shown in Figure 2.3(b1) – (b3) and proved the following results.

**Theorem 2.1** Let $\theta$ be the angle of the ramp,

$$\theta_2 = \arctan g'(u_2)/f'(u_2) \quad \text{and} \quad \theta_{12} = \arctan(g'_{1,2}/f'_{1,2}).$$

Then the criteria for the three configurations are as follows:

1) The appearance of RR-like configuration $\Rightarrow \theta \geq \max\{\theta_2, \theta_{12}\}$;
2) The appearance of MR-like configuration $\Rightarrow \theta_{12} \geq \max\{\theta, \theta_2\}$;
3) The appearance of NR-like configuration $\Rightarrow \theta_2 \geq \max\{\theta_{12}, \theta\}$.

Let us compare the $(a_1) - (a_3)$ with $(b_1) - (b_3)$ in Figure 2.3(1)–(3): It is interesting to see that $(a)$s change to $(b)$s when the subsonic domains shrink to the origin, since scalar conservation laws have only one real eigenvalues. We may think $(b)$s are cartoons of $(a)$s.
3 Compressible Euler Equations

In 1990, Zhang and Zheng [84] considered the two-dimensional Riemann problem for compressible Euler equations
\[
\begin{align*}
\rho_t + (\rho u)_x + (\rho v)_y &= 0, \\
(\rho u)_t + (\rho u^2 + p)_x + (\rho uv)_y &= 0, \\
(\rho v)_t + (\rho uv)_x + (\rho v^2 + p)_y &= 0, \\
(pE)_t + (u(pE + p))_x + (v(pE + p))_y &= 0,
\end{align*}
\] (conservation of mass)
(conservation of momenta) (3.1)
(conservation of energy)

where \( \rho, p \) and \((u, v)\) are the density, pressure and velocity, respectively, \( E = \frac{u^2 + v^2}{2} + \frac{p}{(\gamma - 1)p} \) is the total energy with the adiabatic index \( \gamma > 1 \) for polytropic gases.

\[
(\rho, p, u, v)|_{t=0} = (\rho_i, p_i, u_i, v_i) := \overline{0}, \quad (x, y) \in i \text{ th quadrant,} \quad i = 1, 2, 3, 4,
\] (3.2)

where \((\rho_i, p_i, u_i, v_i)(1 \leq i \leq 4)\) are constant states.

We seek self-similar solutions. We shall omit “pseudo-” in pseudo-stationary flow, for simplicity. Then (3.1) and (3.2) change to

\[
\begin{align*}
-\xi \rho_x - \eta \rho_y + (\rho u)_{\xi} + (\rho v)_{\eta} &= 0, \\
-\xi(\rho u)_{\xi} - \eta(\rho u)_{\eta} + (\rho u^2 + p)_{\xi} + (\rho uv)_{\eta} &= 0, \\
-\xi(\rho v)_{\xi} - \eta(\rho v)_{\eta} + (\rho uv)_{\xi} + (\rho v^2 + p)_{\eta} &= 0, \\
-\xi(\rho E)_{\xi} - \eta(\rho E)_{\eta} + (u(\rho E + p))_{\xi} + (v(\rho E + p))_{\eta} &= 0,
\end{align*}
\] (3.3)

and boundary values at infinity, i.e.,

\[
\lim_{\xi^2 + \eta^2 \to +\infty, \eta/\xi = \arctan \theta} (\rho, p, u, v) = (\rho_i, p_i, u_i, v_i), \quad \frac{\pi}{2}(i - 1) < \theta < \frac{\pi}{2}i, \quad 1 \leq i \leq 4.
\] (3.4)

The eigenvalues are

\[
\Lambda_0 = \frac{V}{U} \quad \text{(flow characteristic),}
\]
\[
\Lambda_{\pm} = \frac{UV \pm c\sqrt{U^2 + V^2 - c^2}}{U^2 - c^2} \quad \text{(wave characteristics),}
\]

where velocity \((U, V) = (u - \xi, v - \eta)\). System 3.3 is of mixed-type, i.e., the flow is transonic:

(a) System (3.3) is hyperbolic (supersonic), if \(U^2 + V^2 > c^2\).
(b) System (3.3) is elliptic (subsonic), if \(U^2 + V^2 < c^2\).
(c) System (3.3) is parabolically degenerate (sonic), if \(U^2 + V^2 = c^2\).

The elementary wave corresponding to \( \Lambda_0 \) is contact discontinuity \( J \) which is classified to \( J^\pm \) according to \( \text{curl}(U, V) = \pm \infty \).

At infinity, there are four jumps, each of them emits three waves: \( \overrightarrow{R}, \overrightarrow{S} \), \( J^\pm \), \( \overrightarrow{R} \) or \( \overrightarrow{S} \). The problem is how the twelve waves coming from infinity interact and match together ultimately. Obviously, it is too complicated to deal with but its key point is the interaction of different elementary waves, so they made a restriction that each jump at infinity emits exactly one elementary wave: \( \overrightarrow{R}, \overrightarrow{R}, \overrightarrow{S}, \overrightarrow{S}, J^+ \) or \( J^- \). According to combinations of the four waves coming from infinity and compatibility, there are 19 final cases [39, 41, 65]. Six of them are fundamental: \( \overrightarrow{R} \overrightarrow{R} \overrightarrow{R}, \overrightarrow{R} \overrightarrow{R} \overrightarrow{R}, \overrightarrow{S} \overrightarrow{S} \overrightarrow{S}, \overrightarrow{S} \overrightarrow{S} \overrightarrow{S}, \overrightarrow{S} \overrightarrow{S} \overrightarrow{S}, J^-J^-J^-J^- \) and \( J^-J^+J^-J^+ \).
In order to clarify the boundary of wave interaction domain, let us look at the generalized characteristic analysis of constant state, \( J^+, R \) and \( S \) through Figure 3.1–3.4.*

\[ \Gamma_+ \quad \Gamma_{-} \quad \Gamma_{0} \quad \Gamma_{-} \quad \Gamma_{0} \]

Figure 3.1

Zhang and Zheng constructed the boundaries of interaction of four planar waves coming from infinity case by case. Each boundary consists of characteristics, shocks and sonic curves. Based on the contents of one-dimensional interaction of waves, two-dimensional Riemann problem of scalar conservation laws and reflection of shocks in [13], they formulated a set of conjectures of the wave patterns in the domains of interaction which include expansion of gas, reflection of shocks and formation of spirals (see Figure 3.5).

Schulz-Rinne et. al. [65], Lax and Liu [41], Kurganov and Tadmor [39], Li, Zhang and

*The figures show that the pseudo-stationary flow is very different from the stationary one.
Yang [52] and others performed numerical simulations. Results of the numerical simulations are similar and consistent with the conjectures in overall appearance except for a missing shock in (a) and a spiral in (b).

Recently, in a joint work with Glimm and other collaborators [33], we found a transonic shock through delicate numerical simulation and generalized characteristic analysis and clarified the mathematical mechanism of shock formation for four $\vec{R}$ case. This transonic shock has been missing in the conjecture and all of the aforementioned numerical simulations.

The boundary of interaction domain

The boundary of interaction domain

Conjecture

Conjecture

Figure 3.5 Some examples of two-dimensional Riemann solutions

(a) Interaction of bisymmetric rarefaction waves
(b) Interaction of shocks
(c) Interaction of contact discontinuities (vortex sheets)
We have been making efforts to rigorously understand wave configurations. The interaction of rarefaction waves is a good starting point. Let us consider the flow near rarefaction waves and the case that no shock is present. Then the flow is isentropic and irrotational. Therefore, (3.1) can be written, in terms of the variables \((\xi,\eta)\), as

\[
\begin{align*}
U i_\xi + V i_\eta + 2\kappa i (u_\xi + v_\eta) &= 0, \\
U u_\xi + V u_\eta + i_\xi &= 0, \\
U v_\xi + V v_\eta + i_\eta &= 0,
\end{align*}
\]

where \((U,V) = (u-\xi,v-\eta)\), \(i = \frac{c^2}{\gamma - 1}\), and \(c^2 = p'(\rho)\). With the ir-rotationality condition

\[u_\eta = v_\xi,\]

system (3.5)–(3.6) can further be reduced to

\[
\begin{align*}
(c^2 - U^2)u_\xi - U V (u_\eta + v_\xi) + (c^2 - V^2)v_\eta &= 0, \\
u_\eta - v_\xi &= 0,
\end{align*}
\]

supplemented by (pseudo-)Bernoulli’s law

\[i + \frac{1}{2}(U^2 + V^2) = -\varphi, \quad \varphi_\xi = U, \quad \varphi_\eta = V.\]

From now on, we choose to focus on the discussion in hyperbolic regions. Useful approaches are the methods of characteristic decomposition, hodograph transformation and phase space analysis. In the construction of global flow patterns, main patches are simple waves, “mixed waves” resulted from the binary interaction of simple or planar rarefaction waves, and semi-hyperbolic waves resulted from interaction of simple waves with subsonic regions.

### 3.1 Characteristic decompositions and simple waves

The idea to use characteristic decompositions can trace back to the classical wave equation

\[u_{tt} - c^2 u_{xx} = 0, \quad c > 0\]

is constant. This decomposition is essential not only in the elementary wave patches, but also in providing a passage to derive a priori estimates of solutions. For the self-similar Euler equations (3.7) we have

**Proposition 3.1** (Characteristic decomposition [53]) For (3.7) and (3.8), there hold

\[\partial^+ \partial^- I = m \partial^- I, \quad \partial^- \partial^+ J = n \partial^+ J,\]

where \(m, n\) can be expressed in the form

\[m = m(u, v)(\partial_\xi u + \zeta_1(u, v)\partial_\eta u),\]

\[n = n(u, v)(\partial_\xi u + \zeta_2(u, v)\partial_\eta u),\]

and \(I = u, v, c\) or \(\Lambda_-, J = u, v, c\) or \(\Lambda_+\).

With this proposition we show the existence of simple waves adjacent to a constant state, although this is well known for steady flows [23] and one-dimensional hyperbolic conservation laws [25].
Proposition 3.2 (Simple waves [53]) Adjacent to a constant state in the self-similar plane of the adiabatic Euler system is a simple wave in which the physical variables \((u, v, c, p, \rho)\) are constant along a family of wave characteristics which are straight lines, provided that the region is such that its pseudo-flow characteristics extend into the state of constant.

The decomposition indeed has more implications and it can apply to high order estimates of solutions, even to numerical schemes [4].

3.2 Diagonalization

A diagonalization process is always useful in the context of hyperbolic problems. Things are the same here. Introduce the inclination angles \(\alpha\) and \(\beta\) of characteristics and the inclination angle \(\tau\) of streamlines:

\[
\tan \alpha := \Lambda_+ , \quad \tan \beta := \Lambda_- , \quad \tau = \frac{\alpha + \beta}{2} .
\]

(3.10)

Then we can diagonalize (3.7) in the form [55],

\[
\begin{align*}
\bar{\partial}^+ \omega &= \frac{\sin^2 \omega (\cos (2 \omega) - \kappa)}{c (\kappa + \sin^2 \omega)} , \\
\bar{\partial}^-(\alpha + \psi(\omega)) &= \frac{\sin^2 \omega (\cos (2 \omega) - \kappa)}{c (\kappa + \sin^2 \omega)} , \\
\bar{\partial}^0 [c^2 (1 + \kappa M^2)] &= 2c\kappa M ,
\end{align*}
\]

(3.11)

where \(\omega = \frac{\alpha - \beta}{2}\) is the Mach angle, \(M = \frac{1}{\sin \omega}\) the pseudo-Mach number, \(\bar{\partial}^0 = \cos \tau \partial_{\xi} + \sin \tau \partial_{\eta}\), \(\bar{\partial}^+ = \cos \alpha \partial_{\xi} + \sin \alpha \partial_{\eta}\) and \(\bar{\partial}^- = \cos \beta \partial_{\xi} + \sin \beta \partial_{\eta}\) are normalized vector fields along characteristics, and

\[
\psi(\omega) := \sqrt{\frac{\gamma + 1}{\gamma - 1}} \arctan \left( \frac{\sqrt{\gamma + 1}}{\sqrt{\gamma - 1}} \cot \omega \right) ,
\]

(3.12)

3.3 Hodograph transformation

The approach of hodograph transformation converts the role of dependent variables and independent variables. It is classical for steady flows and it transforms the nonlinear system of steady irrotational flows into a linear form [23]. The pseudo-steady flow (3.7) is much more involved. Pogodin, Suchkov and Ianenko proposed the hodograph transformation [62],

\[ T : (\xi, \eta) \rightarrow (u, v) \]

(3.13)

for (3.5). Then \(i\) as the function of \(u\) and \(v\) satisfies

\[
\xi - u = i_u , \quad \eta - v = i_v ,
\]

(3.14)

provided that the transformation (3.13) is non-degenerate. And \(i\) satisfies

\[
(2\kappa i - i_u^2) i_{uv} + 2i_u i_v i_{uv} + (2\kappa i - i_v^2) i_{uu} = i_u^2 + i_v^2 - 4\kappa i .
\]

(3.15)

The linear degeneracy of 1.29 becomes more transparent when it is expressed in terms of \(\alpha, \beta\) and \(c\). In paper [54], we convert (3.15) to

\[
\begin{align*}
\bar{\partial}_+ \alpha &= \frac{1 + \gamma}{4c} \cdot \sin (\alpha - \beta) \cdot [m - \tan^2 \omega] =: G(\alpha, \beta, c) , \\
\bar{\partial}_- \beta &= G(\alpha, \beta, c) , \\
\bar{\partial}_0 c &= \kappa \cos \frac{\alpha + \beta}{2} / \sin \omega .
\end{align*}
\]

(3.16)
with \( \tilde{\partial}_+ = (\sin \beta, -\cos \beta)(\partial_u, \partial_v), \tilde{\partial}_- = (\sin \alpha, -\cos \alpha)(\partial_u, \partial_v) \), \( \partial_0 = \partial_u \) (noting the differences from \( \tilde{\partial}^\pm, \tilde{\partial}^0 \) in the \((\xi, \eta)\)-plane), and

\[
\tilde{\partial}_+ c = -\kappa, \quad \tilde{\partial}_- c = \kappa.
\] (3.17)

The definitions of \( \tilde{\partial}_\pm \) and \( \partial_0 \) implies that system (3.16) is linearly degenerate.

In our construction of solutions, we need \( C^0 \), \( C^1 \) and \( C^{1,1} \) estimates. The main difficulty lies in the non-homogeneity of (3.16). Thus we shall need the second-order derivatives, given in [54]. These formula are somewhat like the characteristic decompositions (3.9) in the \((\xi, \eta)\)-plane.

**Proposition 3.3** Assume that the solution of (3.16) \((\alpha, \beta) \in C^2\). Then

(i) For the inclination angles \( \alpha \) and \( \beta \), we have

\[
\begin{align*}
\tilde{\partial}_+ \tilde{\partial}_- \alpha + W \tilde{\partial}_- \alpha &= Q(\omega, c), \\
-\tilde{\partial}_- \tilde{\partial}_+ \alpha + W \tilde{\partial}_+ \alpha &= Q(\omega, c),
\end{align*}
\] (3.18)

where \( W(\omega, c) \) and \( Q(\omega, c) \) are

\[
\begin{align*}
W(\omega, c) &:= \frac{1+\gamma}{4c} \left[ (m - \tan^2 \omega) (3 \tan^2 \omega - 1) \cos^2 \omega + 2 \tan^2 \omega \right], \\
Q(\omega, c) &:= \frac{(1+\gamma)^2}{16c^2} \sin(2\omega) (m - \tan^2 \omega) (3 \tan^2 \omega - 1).
\end{align*}
\] (3.19)

(ii) For the inclination angle \( \tau \) of streamlines we have

\[
\begin{align*}
\tilde{\partial}_+ \tilde{\partial}_- \tau + W \tilde{\partial}_- \tau &= a(\omega, c)\tilde{\partial}_+ \tau \\
-\tilde{\partial}_- \tilde{\partial}_+ \tau + W \tilde{\partial}_+ \tau &= a(\omega, c)\tilde{\partial}_- \tau,
\end{align*}
\] (3.20)

where

\[
a(\omega, c) := \frac{\gamma + 1}{4c} \cos^2 \omega (\tan^2 \omega + \alpha_2)(\tan^2 \omega - \alpha_1),
\] (3.21)

and

\[
\alpha_2 := \frac{1}{2} \left[ 3 + m + \sqrt{(3 + m)^2 + 4m} \right], \quad \alpha_1 := \frac{2m}{3 + m + \sqrt{(3 + m)^2 + 4m}}.
\] (3.22)

To invert the solution on the hodograph plane to the \((\xi, \eta)\) plane, we notice that (3.14) defines a mapping from \((u, v, )\) to \((\xi, \eta)\) as \( \xi = u + iu, \eta = v + iv \). The Jacobian has the formula

\[
\frac{\partial(\xi, \eta)}{\partial(u, v)} = \frac{c^2}{4 \sin^2 \omega} (\tilde{\partial}_- \alpha - Z)(\tilde{\partial}_+ \beta - Z)
\] (3.23)

where

\[
Z := \frac{\gamma + 1}{2c} \tan \omega.
\] (3.24)

**Proposition 3.4** Assume that the solution of (3.16) \((\alpha, \beta) \in C^2\). Then we have

\[
\begin{align*}
(\tilde{\partial}_+ + W)(Z - \tilde{\partial}_- \alpha) &= \frac{\gamma + 1}{4c} (\tan^2 \omega + 1)(Z - \tilde{\partial}_+ \beta) \\
(-\tilde{\partial}_- + W)(Z - \tilde{\partial}_+ \beta) &= \frac{\gamma + 1}{4c} (\tan^2 \omega + 1)(Z - \tilde{\partial}_- \alpha).
\end{align*}
\] (3.25)

### 3.4 A direct method

In order to avoid the complexity of the hodograph transform near sonic curves, shocks or some physical boundaries, a direct method is developed [20, 50]. This method is based on the following decompositions, in addition to the diagonal system (3.11).
Proposition 3.5 (Characteristic decomposition for $c$ in the $(\xi, \eta)$-plane) For the variable $c$, we have the following characteristic decompositions,

$$
\begin{align*}
&c \partial^+ \partial^- c = \partial^- c \left\{ -\sin(2\omega) - \frac{1}{2\mu^2 \cos^2 \omega} \Omega \partial^+ c + \frac{\Omega \cos(2\omega)}{2\mu^2} + 1 \right\} \\
&c \partial^- \partial^+ c = \partial^+ c \left\{ -\sin(2\omega) + \frac{1}{2\mu^2 \cos^2 \omega} \Omega \partial^- c + \frac{\Omega \cos(2\omega)}{2\mu^2} + 1 \right\},
\end{align*}
$$

(3.26)

where $\Omega = \frac{3 - \gamma}{\gamma + 1} - \tan^2 \omega$ and $\mu^2 = \frac{\gamma - 1}{\gamma + 1}$.

We notice that $c$ is related to other state variables via the following identities.

$$
\begin{align*}
\partial^- u &= \frac{\sin \alpha}{\kappa} \partial^- c, & \partial^+ u &= -\frac{\sin \beta}{\kappa} \partial^+ c, \\
\partial^- v &= -\frac{\cos \alpha}{\kappa} \partial^- c, & \partial^+ v &= \frac{\cos \beta}{\kappa} \partial^+ c.
\end{align*}
$$

(3.27)

Then we can obtain characteristic decompositions for all state variables.

The direct method has potential to extend the solution to sonic curves (degenerate boundaries) or shocks.

3.5 Binary interaction of planar rarefaction waves

The interaction of two planar rarefaction waves has been proven to be fundamental in the construction of general continuous solutions. In fact, such an interaction is in its own important. It contains the dam collapse problem ($\gamma = 2$ for shallow waters) as a specific example. Earlier analytic studies about this problem were traced back to [62] in the 1950’s and later to [43, 73] in the 1960’s. In [45, 46] this problem was investigated in the hodograph plane for $1 \leq \gamma \leq 3$, and then in [54] the solution was fully transformed back to the physical self-similar plane. This completes a circle to study the interaction problem of planar rarefaction waves. This problem has also been solved by using the direct method [20, 52] recently.

We place the wedge symmetrically with respect to the $x$-axis and the sharp corner at the origin, as in Figure 3.6 (a). This problem is then formulated mathematically as seeking the solution with the initial data,

$$
(i, u, v)(t = 0, x, y) = \begin{cases} (i_0, u_0, v_0), & -\theta < \delta < \theta, \\
(0, \bar{u}, \bar{v}), & \text{otherwise,}
\end{cases}
$$

(3.29)

where $i_0 > 0$, $u_0$ and $v_0$ are constant, $(\bar{u}, \bar{v})$ is the velocity of the wave front, not being specified in the state of vacuum, $\delta = \arctan(y/x)$ is the polar angle, and $\theta$ is the half-angle of the wedge restricted between 0 and $\pi/2$. This can be considered as a two-dimensional Riemann problem with two pieces of initial data (3.29) and falls into the framework of the interaction of two whole planar rarefaction waves. See Figure 3.6 (b). We note that the solution we construct is valid for any “portions” of (3.29) as the solutions are hyperbolic.
Theorem 3.6 (Gas expansion [54]) There exists a solution \((u, v, \rho) \in C^1\) for the problem of gas expansion into a vacuum in the wave interaction region in the self-similar \((\xi, \eta)\)-plane for all \(\gamma \geq 1\) and all wedge half-angle \(\theta \in (0, \pi/2]\). For \(\theta > \theta_s := \arctan(\text{Re}(\sqrt{\frac{\gamma - 1}{\gamma + 1}}))\), the vacuum boundary is representable as a single-valued concave function \(\xi = B(\eta)\), the minus family of characteristics are concave, the plus family of characteristics are convex, and the difference of their inclination angles at the boundary is \(2\theta_s(\gamma)\).

3.6 Interaction of bi-symmetric planar rarefaction waves

Once we solve the binary interaction of rarefaction waves, we go on our efforts to march towards our goal: To provide a global analytic solution to one of the four-wave Riemann problems. This complete solution is a subcase of the wave structure \(R \ R \ R \ R\), or in Figure 3.5 (a). We call it a bi-symmetric interaction of planar rarefaction waves. The initial data satisfies

\[
\rho_1 = \rho_3, \quad \rho_2 = \rho_4, \quad u_1 - u_2 = v_1 - v_4, \quad (\rho_2 < \rho_1). \quad (3.30)
\]

And the set-up is symmetric with respect to

\[
\xi - \eta = u_1 - v_1, \quad \text{and} \quad \xi + \eta = u_2 + v_2.
\]

We require the data to satisfy the compatibility condition so that only a single planar rarefaction wave emits from each initial discontinuity [52, 84]. The solution structure is shown in Figure 3.7 and the main result is stated as follows:

Figure 3.7 Interaction of four bi-symmetric rarefaction waves
Theorem 3.7 (Bi-symmetric rarefactive Riemann solution [55]) Consider the Riemann problem for system (3.1) with initial data of the type $\vec{R} \rightarrow \vec{R} \rightarrow \vec{R} \rightarrow \vec{R}$. Then, there exists a number $c^*_2(\gamma) \in (0, 1)$ for $\gamma > 1 + \sqrt{2}$, such that our bi-symmetric Riemann problem has global continuous solutions, provided $0 < c_2 < c^*_2(\gamma)c_1$.

This solution is shown in Figure 3.7, where vacuum appears in the region “defg”. The solution can be regarded as the first analytic global solution for all four-wave Riemann problems.

3.7 Semi-hyperbolic patches

If $c_2$ violates the smallness condition in Theorem 3.7, then the solution to the bi-symmetric four rarefaction wave interaction is likely to have a nontrivial subsonic domain at the center, so that the solution is transonic, which is shown in Figure 3.5 (a). We observe that the transition from supersonic to subsonic occurs on both a shock curve and a continuous curve in Figure 3.5 (a). It is a substantial challenge to handle such a case. In papers [56, 72], the authors experiment construction of solutions just outside the subsonic domain. The solution there is not in the domain of determinacy of the binary interactions $R_{12}$ with $R_{14}$ or $R_{23}$ with $R_{34}$ in the classical sense. The true solution really depends on the solution of the subsonic domain and the free sonic boundary or shock boundary, but the authors of [56, 72] propose a family of artificial Goursat problems whose solutions are expected to capture the true solution. The artificial Goursat problems and their solutions are presented in the following theorem for the Euler equations from paper [56].

Theorem 3.8 (Semi-hyperbolic patch [56]) Consider a positive characteristic curve $\hat{BA}$ in a simple wave of straight negative characteristic curves, see Figure 3.8, and a strictly convex negative characteristic extension $\hat{BC}$, forming a Goursat problem for a possible solution in the domain $ABC$. Then there exists a smooth solution in $ABC$, called a semi-hyperbolic patch, as shown in Figure 3.8. The positive and negative characteristics are either concave and convex respectively. The boundary $\hat{AC}$ is Lipschitz and sonic. Furthermore, the positive characteristics starting on the curve $\hat{BC}$, downward, form an envelope before reaching their sonic points.

Figure 3.8 Set-up for a semi-hyperbolic patch in a simple wave. Given a positive characteristic $\hat{BEA}$ in a simple wave and a strictly convex negative characteristic $\hat{BC}$, find a solution in curvilinear triangle $ABC$, where $AFC$ is sonic while $CD$ is an envelope. Here state (5) represents the state after the interaction of $R_{12}$ with $R_{14}$.
The position $\hat{BC}$ is arbitrary, except it is convex, for the existence of such a patch, and we believe that one of such $\hat{BC}$’s would give the true solution reflected in the numerical simulation of Figure 3.5 (a).

### 3.8 Axisymmetric solutions of Euler equations

The Euler equations subject to the initial data

$$(\rho, u, v)(t = 0, x, y) = (\rho_0, u_0 \cos \theta + v_0 \sin \theta, \; u_0 \sin \theta - v_0 \cos \theta)$$

was investigated in [85, 86], where $\rho_0$, $u_0$ and $v_0$ are constants and $\theta$ is the polar angle. The problem is transferred into solving the problem

$$(\rho_r, u_r, v_r) = \left( \frac{\rho}{r}(v^2 - u(r - u)), \; \frac{1}{r} \frac{v^2(r - u)}{\rho'}(u - r)^2, \; \frac{uv}{r(r - u)} \right),$$

$$\lim_{r \to +\infty} (\rho, u, v) = (\rho_0, u_0 \cos \theta + v_0 \sin \theta, \; u_0 \sin \theta - v_0 \cos \theta).$$

This is a problem to seek a trajectory connecting the infinity to the origin. The results disclose many interesting patterns, such as spirals, shock waves, expansion waves and the vacuum. The detailed proof can be found in [88].

It is interesting to note that an analytical spiral solution is obtained

$$u = \frac{1}{2} r, \; v = \frac{1}{2} r, \; \sqrt{\rho'} = \frac{1}{2} r, \; \text{for } 0 < r < \frac{1}{2} \left( \sqrt{\frac{p' \rho_0}{\rho_0}} + 4v_0^2 + \sqrt{p' \rho_0} \right),$$

for $\gamma = 2$ and initial data $u_0 = 0$ and $M_0 = v_0 / \sqrt{p' \rho_0} = \sqrt{2}$. This explicit solution may be useful as a testing case in numerical simulations of tornadoes.

### 3.9 Reflection of oblique shocks

The reflection of oblique shocks can be regarded as a special family of two-dimensional Riemann problems. The initial data is set as

$$(\rho, u, v, p)(x, y, 0) = \begin{cases} 
(\rho_1, u_1, 0, p_1), & \text{for } x < 0, y > 0, \\
(\rho_0, u_0, v_0, p_0), & \text{for } x > 0, y/x > \tan \theta,
\end{cases}$$

and $(\rho_1, u_1, 0, p_1)$ and $(\rho_0, u_0, v_0, p_0)$ are so chosen that $v_0/u_0 = \tan \theta$ and a single shock initially emitting from $x = 0$ moves to the right and hits the rigid wall $y/x = \tan \theta$. The boundary condition is

$$v(x, y, t) = \begin{cases} 
0, & \text{on } x < 0, y = 0, \\
u \tan \theta, & \text{on } x > 0, y = x \tan \theta.
\end{cases}$$

Figure 3.9 Initial data for the oblique shock reflection
There are many patterns of solutions to (3.1), (3.32) and (3.33), known as the regular reflection, simple Mach reflection (MR), complex Mach reflection (CMR), double Mach reflection (DMR) and probably some other types of reflections. See Figure 3.10 or [5]. Justification of each of these patterns comes mainly from numerical simulations and physical experiments. We refer the readers to Ben-dor and Glass [5] for further details.

![Figure 3.10 Patterns of solutions to the oblique shock reflection problem](image)

Analytic justification is extremely difficult and it is still at the stage of algebraic analysis via the shock polar, see [23]. Bleakney and Taub [6] delivered an analytical formulation of the criterion between regular reflection and Mach reflection. The formulation is very complicated and completed by Chang and Chen [12] and Sheng and Yin [70] at last. Using the full Euler equations (3.1), Chen [19] verified the stability of a special class of simple Mach reflections. Chen and Feldman [15], Elling [28] and Elling and Liu [29] established the existence of solutions to potential flow equations for the regular reflection problem of oblique shock. Zheng [93] showed the existence of solutions to the case of regular reflections for the full Euler system as the inclination angle of the rigid wall is close to $\pi/2$.

4 Simplified Models

4.1 Pressure-gradient equations

The pressure-gradient equations can be obtained, together with the zero-pressure equations in the next section, by the operator splitting method for the Euler equations (3.1), see [1, 52, 57,
Another derivation is from some asymptotic analysis \[91\]. The final form after re-scaling is

\[
\begin{align*}
    u_t + p_x &= 0, \\
    v_t + p_y &= 0, \\
    E_t + (pu)_x + (pv)_y &= 0,
\end{align*}
\]

(4.1)

where the notations have the same meanings as those of Euler equations, except \(E = (u^2 + v^2)/2 + p\). This system can approximate the Euler system when the Mach number or pressure gradient is large, and it is very close to the classical wave equation. In fact, we have

\[
\left(\frac{p_t}{\sqrt{p}}\right)_t - p_{xx} - p_{yy} = 0.
\]

(4.2)

In terms of self-similar variables, this equation can be written as

\[
(p - \xi^2)p_{\xi} - 2\xi\eta p_{\xi\eta} + (p - \eta^2)p_{\eta\eta} + \frac{1}{p}(\xi p_{\xi} + \eta p_{\eta})^2 - 2(\xi p_{\xi} + \eta p_{\eta}) = 0.
\]

We are more interested in this equation because it is a purely scalar equation of \(p\), and the slight nonlinearity allows more rigorous analysis.

In \[81\], the authors mimicked \[84\] to analyze the two-dimensional Riemann problem for (4.1). The solution structures are strikingly analogous to those of Euler equations except those involving contact discontinuities. Then the analysis was followed by numerical simulations.

Equation (4.1) or the self form of (4.1) is of mixed-type, which we can see from their eigenvalues

\[
\Lambda_{\pm} = \frac{\xi\eta \pm \sqrt{p(\xi^2 + \eta^2 - p)}}{\xi^2 - p}.
\]

(4.3)

Zheng in \[87\] proved the following theorem concerning the existence of solutions in subsonic-sonic regions. Let \(\Omega\) be any open, bounded, and convex domain with a \(C^{2,\alpha}\) boundary \((\alpha \in (0, 1))\) that does not contain the origin.

**Theorem 4.1 (Existence of subsonic solutions \[87\])** Consider (4.1) inside the domain \(\Omega\) with the boundary data \(p|_{\partial\Omega} = \xi^2 + \eta^2\). Then there exists a positive weak solution \(p \in H^{1}_{\text{loc}}(\Omega)\) with \(p \in C^{0,\alpha}_{\text{loc}}(\Omega)\). It takes on the boundary value in the sense \([p - (\xi^2 + \eta^2)]^{3/2} \in H^{1}_{0}(\Omega)\).

Furthermore, it has

(i) maximum principle: \(\min_{\partial\Omega}(\xi^2 + \eta^2) \leq p(\xi, \eta) \leq \max_{\partial\Omega}(\xi^2 + \eta^2)\);

(ii) interior ellipticity: \(p(\xi, \eta) - (\xi^2 + \eta^2) > 0\) in \(\Omega\).

Song in \[71\] has removed the restriction on the origin and the complete smoothness of the boundary; and Kim and Song in \[36\] have obtained regularity of the solution in the interior of the domain and continuity up to and includes the boundary.

In hyperbolic regions \(\xi^2 + \eta^2 > p\), this equation also has characteristic decompositions, similar to those for (3.7). In fact, we let

\[
r = \sqrt{\xi^2 + \eta^2}, \quad \theta = \arctan(\eta/\xi), \quad \lambda = \sqrt{\frac{p}{r^2(r^2 - p)}},
\]

and

\[
\partial_\pm = \partial_\theta + \frac{1}{\lambda} \partial_r.
\]
Then we have
\[\begin{cases}
\partial_+ \partial_- = m_p \partial_- p, \\
\partial_- \partial_+ = -m_p \partial_+ p,
\end{cases}\] (4.4)

where \(m = \frac{\lambda r^4}{2mp^2}\). We can also use the coordinates \((\xi, \eta)\) to derive similar characteristic decompositions.

Using these decompositions, we can discuss the solution to (4.1) in hyperbolic regions. Dai and Zhang solved the problem of planar rarefaction wave interaction in [26] with a vacuum bubble near the origin, and then Lei and Zheng in [42] showed that the vacuum bubble is imaginary that does not exist in reality. Yang and Zhang solved this problem in the hodograph plane [79]. The result is stated as follows.

**Theorem 4.2 (Existence [26, 42])** There is a classical smooth solution to the interaction of planar rarefaction waves for the pressure gradient equations (4.1). See Figure 4.1. This also applies to the case \(0 < \theta \leq \pi/2\).

Based on this, Bang in [2] considered the interaction of three and four rarefaction waves, and established the existence of solution and provided explicit solution structures.

For the Riemann problem involving shocks, we have to solve transonic problem with shocks as free boundaries. Along this direction Zheng in [89] provided a global solution to the case that has initially two contact discontinuities plus two shocks. This is just Configuration H in [52, Page 206]. Then Zheng in [90] proved the existence of solutions to the regular reflection problem of shocks. Almost immediately, regular reflection problems for the isentropic and irrotational flow were established [15, 28, 29].

### 4.2 Zero-pressure gas dynamics and Delta-shocks

In this section we will discuss a class of hyperbolic conservation laws: The zero-pressure gas dynamics. This system can be derived from a splitting algorithm for the Euler equations (3.1), see [1, 57]; or via the procedure letting the temperature drop to zero [44]. Later approximation results can be found in [17, 18]. Indeed, this model has its own physical meaning and explains the formation of large scale universe in astrophysics [38, 66]. Therefore we call it a sticky particle model. It is also interesting to see its relation with the Boltzmann equation [8, 52] and the Hamilton-Jacobi equation [9].

We will not summarize the interesting well-posedness of the Cauchy problem for this model, although it was well established [21, 27, 30, 48] or its statistical properties [27]. Instead, we
just concentrate on the solution structures via the Riemann problem.

The zero-pressure gas dynamics model has the form
\[
\begin{aligned}
\rho_t + \nabla \cdot (\rho U) &= 0, \\
(\rho U)_t + \nabla \cdot (\rho U \otimes U) &= 0,
\end{aligned}
\]
where \( \rho \) is the density and \( U = (u, v) \) the velocity. The distinct feature from classical hyperbolic conservation laws is that the density and momentum may become a singular measure [51, 52]. Two blow-up mechanisms occur simultaneously. So we have to consider the solutions in a much broader sense.

**Definition 4.3** ([8, 52]) Denote by \( BM(\mathbb{R}^n) \) \( (n = 1, 2) \) the space of bounded Borel measure on \( \mathbb{R}^n \). Consider a mass distribution \( \rho(t, \cdot) \) and a momentum distribution \( Q(t, \cdot) \) satisfying
\[
\begin{aligned}
\rho(t, \cdot) &\in C([0, T], BM(\mathbb{R}^n)), \quad \rho \geq 0, \\
Q(t, \cdot) &\in C([0, T], (BM(\mathbb{R}^n))^n),
\end{aligned}
\]
such that
\[
|Q(t, \cdot)| \leq C\rho(t, \cdot), \quad \forall t \in [0, T],
\]
in the sense of measures, for a finite constant \( C \). By Radon-Nykodym theorem, there is a mean velocity \( U(t, \cdot) \in L^\infty(\rho(t, \cdot)) \) for each fixed \( t \geq 0 \) such that
\[
U(t, x) = \frac{dQ}{d\rho}.
\]
Thus, we say a pair \( (\rho, U)(t, \cdot) \) is a measure solution of (5.1) if and only if
\[
\begin{aligned}
\int_0^T \int_{\mathbb{R}^n} (\phi_t + U \cdot \nabla \phi) d\rho dt &= 0, \\
\int_0^T \int_{\mathbb{R}^n} U(\psi_t + U \cdot \nabla \psi) d\rho dt &= 0,
\end{aligned}
\]
for all \( \phi, \psi \in C_0^\infty([0, T] \times \mathbb{R}^n) \).

**Remark 4.4** Another definition of measure solutions can be made via the Lebesgue-Stieltjes integral [30, 77]. It is equivalent to the above definition.

Based on this definition, we define a piecewise smooth solution with a delta-measure supported on a time-space surface,
\[
(\rho, U)(t, X) = \begin{cases} 
(\rho_1, U_1)(t, X), & (t, X) \in \Omega_1, \\
(w(t, s)\delta(X - X(t, s)), U_\delta(t, s)), & (t, X) \in S, \\
(\rho_2, U_2)(t, X), & (t, X) \in \Omega_2,
\end{cases}
\]
where \( X = (x, y) \), \( (\rho_i, U_i) \) are smooth in \( \Omega_i \), \( i = 1, 2 \), respectively, \( s > 0 \) is a parameter and \( \delta \) is a delta measure supported on a smooth surface \( X = X(t, s) \), the weight \( w(t, s) \) can be regarded as the mass of “big” particles assembling together on the surface. Such a solution is called a delta-shock. The delta-shock solution was first defined in an unpublished Ph. D thesis [37], and it was independently defined for a Burgers-type system in [74].
The delta-shock solution (4.10), just like the classical shocks, is described algebraically via a (generalized) Rankine–Hugoniot jump condition [51],

\[
\begin{align*}
\frac{\partial X}{\partial t} &= U_\delta(t,s), \\
\frac{\partial w(t,s)}{\partial t} &= ([\rho], [\rho U]) \cdot (n_t, n_X), \\
\frac{\partial (wU_\delta)(t,s)}{\partial t} &= ([\rho U], [\rho U \otimes U]) \cdot (n_t, n_X),
\end{align*}
\]

(4.11)

where \([q] = q_1 - q_2\) denotes the jump of \(q\) across the discontinuity, and \(n = (n_t, n_X)\) is oriented from \(\Omega_1\) to \(\Omega_2\). This condition represents the dynamics of the support \(X = X(t,s)\), the mass \(w(t,s)\) and the momentum \(wU_\delta(t,s)\). As \(w(t,s) \equiv 0\), this condition is consistent with the classical Rankine–Hugoniot condition for classical shocks.

Also we impose the following entropy condition to guarantee the stability,

\[
U_2 \cdot n_X < U_\delta \cdot n_X < U_1 \cdot n_X,
\]

(4.12)

where the projection \(n_X\) of \(n\) is oriented from \(\Omega_1\) side to \(\Omega_2\) side. The stability can further be justified by taking the viscosity vanishing process,

\[
\begin{align*}
\rho_t + \nabla \cdot (\rho U) &= 0, \\
(\rho U)_t + \nabla \cdot (\rho U \otimes U) &= \epsilon t \Delta U,
\end{align*}
\]

(4.13)

where \(\epsilon > 0\) is small viscosity, \(\Delta\) is Laplacian. This was done in the self-similar plane [68] and \((t,X)\)-space [49] with a self-similar viscosity, respectively. This kind of viscosity vanishing method mimics the traditional manner for shocks. An earlier (more original) result for the system of Burgers-type equations can be found in [75].

The Riemann solution of (4.5) basically contains two families of solutions: the vacuum solution and the delta-shock solution (see Fig.4.2 for 2-D case in [68]). The one-dimensional Riemann solution can be founded in [8, 47, 68]. Two-dimensional Riemann problems for (4.5) was initiated in [68] and more solution structures were presented in [52, Chapter 3].

![Figure 4.2](image-url)
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